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Problem Statement

Everyone has experienced the 
feeling of wanting to explore their city 
but not knowing who to explore it with 
or knowing where to start. Designing 
a recommendation system for people 
to find places to go to will allow users 
to be more involved with their 
surroundings.

CityPal is an application that 
recommends activities based on 
an algorithm and helps them find 
someone else who is also 
interested in that activity. Our 
goal was to provide 
recommendations in a way that 
was clearly explained to the user.



Research Questions

How do recommendation 
explanations impact user 

experience?

To what extent do users 
seek explanations for AI 

results?



Solution: CityPal

Take a look at CityPal here!

https://www.figma.com/proto/1h6HqC21PXjf1joEY59bow/Human-AI-Interaction-Project?page-id=812%3A6078&node-id=908%3A10431&viewport=241%2C48%2C0.03&scaling=min-zoom&starting-point-node-id=908%3A10431&show-proto-sidebar=1
https://docs.google.com/file/d/13Pd9q2_HhR9xljZZ7WoaXUAsTpFMxviz/preview


Our
Research



Overview of our research

Interviewed 8 people total
Found that many people 
were concerned about 
parking, pricing, and 
location

User Interviews

We compared 8 direct 
competitors and 4 indirect 
competitors to guide us in 
our feature development

Competitive Analysis

Developed 2 user personas 
to help us focus on pain 
points to address

User Personas

We created 2 journey maps 
based off of our 2 personas 
to get an idea of how each 
touchpoint of our app would 
impact users

User Journey Maps



Personas



User Journey Maps



Related
Work



What is it?

A situation in which an 
internet user encounters 

only information and 
opinions that conform to 
and reinforce their own 

beliefs, caused by 
algorithms that personalize 

an individual’s online 
experience.

Filter Bubble



What is it?

A situation in which an 
internet user encounters 

only information and 
opinions that conform to 
and reinforce their own 

beliefs, caused by 
algorithms that personalize 

an individual’s online 
experience.

Filter Bubble
Collaborative Filtering



Algorithmic Explainability
From integrate.ai’s ‘Responsible AI Framework’

Level 3 Explain how inputs in a model lead to outputs in 
a model

Level 2 Explain the data sources you use and how you 
audit outcomes

Level 1 Explain the intention behind how the system 
impacts customers

https://medium.com/the-official-integrate-ai-blog/breaking-down-algorithmic-explainability-82d37edb0500


Methods



Types of Explanations explored

Statistical explanation 
(Percentage similarity 
based and confidence 

score)

General system based 
explanations VS Output 

based explanation

Explanation helping easy 
recall

Input Influence based 
explanation

Interaction based 
explanation

Detailed versus partial 
explanation 

SKIP>>



Scenario 1 - Task 1

Home Screen Activity categoriesFind an Activity Explanations
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Explanation 1 Explanation 2



Scenario 1 - Task 1

Explanation 1 Explanation 2

Most participants 
like the short and 

effective 
explanation 

(Explanation 1)

Positive

Participants who 
were more 

data-driven to keep 
the statistical data 

optional.
“Link” or “Learn 

More”

Mixed

Liked the star rating, 
would have been 

better to have a link 
to actual reviews

Suggestions

“More precise stars and a link 
to look at reviews myself 
instead of believing the 

explanation which mentions 4 
stars”



Scenario 1 - Task 2

Home Screen Activity categoriesFind an Activity Explanations

2

Explanation 1 Explanation 2



Scenario 1 - Task 2

Explanation 1 Explanation 2

In general, 
participants felt 

explanation 2 was 
more clear and 

detailed.

Positive

Majority of 
participants chose 
explanation 2 with 
modification. They 

wanted the freedom 
to choose the 
columns that 

mattered to them

Mixed

Help easy recall
One participant 

asked to have a link 
to upload a couple 
of pictures of their 

previous 
experiences

Suggestions “...the date and the 
day of the week I 
went is useful. I'll 

remember my 
experience with date 

and day.”

”I don’t see the utility 
for day of the week 

and date, personally”



Scenario 1 - Task 3

Home Screen Activity categoriesFind an Activity Explanations
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Explanation 1 Explanation 2



Scenario 1 - Task 3

Explanation 1

General system 
based explanation

Explanation 2

Output based 
explanation

Majority of the 
participants 

preferred the Output 
based 

recommendation

Explanation 2

Positive

Few participants 
said that the trust 
the AI identifying 
similar users and 

giving them results.

Mixed

Make the General 
system based 

recommendation 
details optional

“Learn More”

Suggestions

POV2:
 “I am an AI person, it is 
easily understandable 
how the app has related 
[different factors]...so I 
don't really need more 
information to understand 
that”

POV1:
“This gives more clarity 
about what is meant by 
someone similar to me.”

SKIP>>



Scenario 2

Activity preferences Activity descriptionChoosing an activity

4

Explanation 1 Explanation 2



Scenario 2

Explanation 1 Explanation 2

Participants liked 
that they were given 

an opportunity to 
input their 
preference 
information 

Positive

A few participants 
pointed out that the 
questions need to 
be user specific 

questions 

“I would just sit on the 
side and enjoy the spring 

water flowing. I would 
still want to go back but 
not swim there. It’s not a 

swimming pool, it is a 
natural spring right?”

Mixed

To improve the app 
experience, add an 
option for the user 
to choose to input 
these questions at 
the time of looking 
for an activity to do.

Suggestions



Scenario 3 - Task 1

Home Screen Activity categoriesFind an Activity Explanations
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Explanation 1 Explanation 2



Scenario 3 - Task 1

Explanation 1 Explanation 2

Most participants 
preferred 

explanation 1 for its 
simplicity.

Positive

Suggestions

One participant felt 
confident about app 

activity 
recommendations 
after they saw the 

table comparison in 
explanation 2

Mixed

Few participants 
understood that the 
comparison of the 

preferences of users 
similar to them is for 

better understanding of 
what “Similar users 

mean”. 

They suggested that a 
“Learn More” section 
would be better for 
people who want to get 
go deep into app 
recommendations



Scenario 3 - Task 2

Home Screen Activity categoriesFind an Activity Explanations

Explanation 1 Explanation 2
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Scenario 3 - Task 2

Explanation 1 Explanation 2

Majority of 
participants chose 
explanation 2. They 
liked both the visual 

presentation and 
the AI confidence 

score

Positive

The AI confidence 
score and it’s what it 
signifies is enough 
for the explanation.

Previous filter 
preferences not 
important (Avoid 
over explanation)

Suggestions

“...everything is concise 
and more detailed than just 

text; Your eyes quickly 
scan and you know what is 

there”

“If I have enjoyed my 
previous experience and I 

have gone [there] more 
than once, [that] is enough 

to sell it to me”



Scenario 4

Home Screen Activity categoriesFind an Activity Explanations

Explanation 1

7

Explanation 2



Scenario 4

Explanation 1 Explanation 2

Majority of the 
participants chose 

explanation 2. 
Participants were 

happy with this 
feature.

Positive

Try to make the 
explanation more 
shorter and easily 

scannable.

Avoid paragraphs

Suggestions

“...It is interesting to see 
just how much I have liked 
these activities, because 

someone like me who 
forgets stuff, it is nice to 

be reminded that I am 
actually really interested in 
these activities for a very 

long time”



Scenario 5

Partner Matching ExplanationsMeeting preferences

Explanation 1

8

Explanation 2



Scenario 5

Explanation 1 Explanation 2

Participants who 
chose explanation 1 

were comfortable the 
AI accessing their 
calendar with their 
permission. They 
trusted the AI and 

didn’t feel the need to 
know about travel app 

permissions.

Mixed - 1 Mixed - 2

1 2

“It looks like I have already 
given permission. If I have 
given permission, I don't 

see it as a concern.”

Participants who 
chose explanation 2 
were happy that the 

explanation was 
transparent about app 

permissions.

“...the app is having 
permissions to my 

personal data and that is a 
much bigger reveal than 

anything else…Because of 
its [the application's] 

honesty it improves my 
trust ”



Explain aspects that might 
impact trust and decision 

making

Emphasize how the app will 
benefit the user instead of the 

underlying technology

Statistical information like 
confidence score or 

percentages can be tricky. 

It is best to test different types 
of statistical explanations 

early while developing a 
product.

Use partial explanation when 
parts of the system get 

complex to explain. 

The system must explain the 
most important aspect of the 

explanation.

User control

Provide the ability to give 
feedback or input user 

preferences. Setting the 
expectation that the system is 
learning from their input builds 

trust

Communicating settings and 
permissions

Keep reminding users about 
current application settings 

and the ability to modify them 
according to present needs

AI Explanation
Takeaways



Findings



How do recommendation explanations impact user experience?

Clearly stating the source 
of data adds to the 

credibility of the 
recommendations

Creating avenues for 
users to input their 

preferences gives them a 
sense of being in control 

...This gives me more clarity 
about what it means when 
you say similar, it gives me 
more confidence that I might 
actually like the activity that 
was recommended

“I like this because it allows 
me to give feedback to the AI 
and the AI is personalizing all 
of this for me.”



How do recommendation explanations impact user experience?

Explanations that are simple 
and visually appealing will 

help with smooth app 
experience

Communicating clearly about 
app permissions and settings 
and giving users affordances 

to modify them brings a sense 
of security

“...everything is concise and 
more detailed than just text; 
Your eyes can quickly scan 
and you know what is there”

“...the app is having 
permissions to my personal 

data and that is a much bigger 
reveal than anything 
else…Because of the 

application's honesty it 
improves my trust ”



When should we expect explanations for AI?

When the algorithm 
utilizes personal or 
sensitive information

When making important, 
life-altering decisions

When recommending a 
specific activity on CityPal



Conclusion
+ Next Steps



How does including AI explanations help the user?

Transparency
By being clear about how 

information is collected, users 
have a greater understanding of 

how the app works

User Control
User understands how to control 
the information shared and how 
to allow or disallow it according 

to their privacy preferences

Understanding
By using simple terms and every 
day vocab, we allow users to be 

informed about what we are 
doing.



Continued Iteration

To be able to improve, 
we must always seek 

feedback from the 
target users 
themselves 

Continued Testing

Feature Refinement

Further develop 
functions and 

potentially add new 
ones

Next Steps

We want to continue to 
improve our interface 
and explanations to 

support user 
understanding and 

experience



Thank you!
Questions?


